
Variance stabilizing
transformations
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Recap: delta method

Suppose  is an estimate of , such that

for some , and  is a continuously differentiable function with
. Then
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8



Variance stabilizing transformations
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Leto ibe an estimator of 0, and suppose

in(8-8) - NC0, o

Delta method: in(g() -g(f)) - N0,02[g(0]Y
g is avariabilizingtransformation if

o"[gO] does not involve ⑧



Example

Let , with density

.
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p(log(8) - z= i [kg(0) =(g(8) +ZEit) =

P(es) -ZL 10 - eg()
+

())

8= ~(8-E) N10,84 (asymptotic
R normalityof

depends MLE)

an

~(g(0) -g(a) -NC0,o[g(a]]
ifg(0) = I, then (g'd]E=1
=m(gLE) -g(G) - NC0,D

q(0) =log(O) =i(log(E) -log(f) =N10,D
1- 2 Ifor log(G):log() I zz ()

log(8) - z = (I) log() +z=()]1- a CI for :[e se



Also: 8 =E asymptotic normalityofMLE
-

=>F(0 -0) ->N(0,04

cut:r(x - E) N10,It E2xi] =I
Letg(x) =5 =g(x) =- var(xi) =e

~(8 - 0) =i(g(x) - g(I))
=>Var(x) =nw

(delta method
=>SELX=e= No,b =>SELinX=

8". u
=2



Example

Suppose that .
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P =x 8-a NC0,)
depends or p

Delta method:in (g(p) - g(p)) -> N(0,[g(pYp(1 -x)

For variance stabilizing transformation,

g((p)
=1
ip(1 - p)

g(p) =Zarcsin(e) works!



Comparison

Two approaches to Wald con�dence intervals for binomial
probability:

How could we investigate their relative performance?
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② g(p) =Zarcsin()
① 1ZE# grix) = Sin

n

(g(p) - g(p)) NC0,1)

[g(g() -zz()),g((p) +z())]

①Simulatedata X..., Xn His Bernalli(p)

② calculateboth intervals for p

③ Repeat many
times I compare coverage


