
Convergence of random
variables
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Where we're heading
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B =N(B, I -(B)

· Need B3->B3 asa

Need is a Normal

·Need Var(B) =1
-(B)



Convergence in probability

De�nition: A sequence of random variables  converges
in probability to a random variable  if, for every ,

We write .

Example: (Weak law of large numbers)
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LetX.,Xu... be iid withXi]=1 and

Var(Xi) =02 < 0.

Let Xn = I -Xi. Then X. BM
*

i=1

-2 n+ 1
u -2u



WLLN

Theorem: Let  be iid random variables with 
and . Then

Working with your neighbor, apply Chebyshev's inequality to
prove the WLLN.
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x
n

=1 2Xi (iid
i
=
1

var(x2) =h2 · SiV(X)=1.n.0" =02
⑥

m

#[Xn] =ECISixi]
=I.2(2xi]
=

M

If:Let350. wis PCIXn-u1:5) to conta

P2/Xn -M(73)5 x (enebysher)

Var(Xn) = - => o p(IXn -(22)- - 0
n22

(asu -d)



Another example

Let , and let .

Show that .
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PE:Let 350. WTS P(IXn-0132) -> 0 csnea

P((Xn -0122) =P(X 154213 = 5)

pufasreictenlenies
1 - 0 (asn-d) //



Almost sure convergence

De�nition: A sequence of random variables  converges
almost surely to a random variable  if, for every ,

We write .

Example: (Strong law of large numbers)
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Letxxxx, .... beiid withEXi]=
a.S.

and ver(xi)
=o2 <0. Then xn -u

(proofsweten in (IB)



Convergence in distribution

De�nition: A sequence of random variables  converges
in distribution to a random variable  if

at all points where  is continuous. We write .

Example: (Central limit theorem)
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LetXxXx... be a sequence ofaid random

variables whose mots exist in a neighborhood of 0.

LetELXI]=M ,and Var(xi) =0r.then

3z z = N(0,1)m(Xn -u) -
-

o

M(xn -1)2zwN(0,5)ncriatCLT: 2 =Var(xi)



Another example

Let , and let  for .

Show that , but  does not converge to  in
probability.
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⑭is wal
d 7

a

If:WTS FX( -> Fx(x) *x where Fis

continual

X. N(0,1)

#xn(x) =FX(x)
Xx= X-8X

But ~ P((X-x) =2) =P((2x1=5)
=P((X) =E) > 0

=>X-

BX



Relationships between types of convergence
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